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1. Scope

1.1 Overview

AIC Specification 1.0 describes a system for the communication of advanced interactive audio-visual content. Such a system requires:

1. The delivery of the content to the terminal, along with information related to the management of data streams (synchronization, identification, description and association of stream content);

2. The coded representation of natural or synthetic, two-dimensional (2D) or three-dimensional (3D) objects that can be manifested audibly and/or visually (audio-visual objects);

3. The coded representation of the spatio-temporal positioning of audio-visual objects as well as their behavior in response to interaction (scene description).

The overall operation of a system communicating such advanced interactive audio-visual content is as follows. At the sending terminal, the advanced interactive audio-visual content is compressed, supplemented with synchronization information and passed to a delivery mechanism that multiplexes it into one or more coded binary streams that are transmitted or stored. At the receiving terminal, these streams are demultiplexed and decompressed. The audio-visual objects are composed according to the scene description and synchronization information and presented to the end user. The end user may have the option to interact with this presentation. Interaction information can be processed locally or transmitted back to the sending terminal.

The charter of the AIC Initiative is pursued by identifying, selecting, augmenting and developing in a timely fashion specifications of technologies that permit the achievement of the purpose stated above. In particular, in order to match AIC applications specifics, AIC Specification 1.0 defines the following tools: 

4. Definition of a walkthrough according to ISO/IEC 14496-6 (MPEG-4 DMIF);

5. Extension of ISO/IEC 14496-6 (MPEG-4 DMIF) in order to allow additional URL types;

6. Definition of an HTML-like language (X-HTML) including broadcast extensions;

7. Extension of ISO/IEC 14496-1 (MPEG-4 Systems), X-BIFS, allowing integration of X-HTML in BIFS;

8. Extensions of X-HTML allowing integration of X-BIFS in an X-HTML scene description;

9. Extension of ISO/IEC 14496-1 (MPEG-4 Systems) in order to allow X-HTML and X-BIFS scenes;

10. Definition of profiles and levels to adapt the AIC technology to the specific needs of the AIC industry.

These various elements are described functionally in this clause and specified in the normative clauses that follow.

1.2 Architecture

The information representation specified in AIC Specification 1.0 describes the means to communicate an interactive audio-visual scene in terms of coded audio-visual information and associated scene description information. The entity that composes and sends, or receives and presents such a coded representation of an interactive audio-visual scene is generically referred to as an "audio-visual terminal" or just "terminal". This terminal may correspond to a standalone application or be part of an application system.

The basic operations performed by such a receiver terminal are as follows. Information that allows access to content complying with AIC Specification 1.0 is provided by the mean of a URL mechanism. Section 7 of this specification defines the procedure for establishing such session contexts from the URL mechanism as well as the interface to the delivery mechanism that generically abstracts the storage or transport medium. The initial set up information allows, in a recursive manner, to locate one or more elementary streams that are part of the coded content representation. 

Elementary streams contain the coded representation of either audio or visual data or scene description information. Elementary streams may as well themselves convey information to identify streams, to describe logical dependencies between streams, or to describe information related to the content of the streams. Each elementary stream contains only one type of data.

Elementary streams are decoded using their respective stream-specific decoders. The audio-visual objects are composed according to the scene description information and presented by the terminal’s presentation device(s). All these processes are synchronized according to the synchronization information provided by the delivery mechanism. These basic operations are depicted in  REF _Ref438299734 \h 
, and are described in more detail below.
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Figure 1 : AIC Architecture

1.3 Delivery and Synchronization of Streams

1.3.1 Delivery of streams

The term delivery is used as a generic abstraction of any existing transport protocol stack that may be used to transmit and/or store content complying with AIC Specification 1.0. AIC Specification 1.0 specifies some instantiation of the delivery mechanism as well as the interface to this mechanism. This interface is the DMIF Application Interface (DAI) specified in ISO/IEC 14496-6. The DMIF DAI defines not only an interface for the delivery of streaming data, but also for signaling information required for session and channel set up as well as tear down. A wide variety of delivery mechanisms exist below this interface, only some of them are supported by this specification as indicated and described below.

1.3.1.1 Delivery of Streaming Data using ISO/IEC 13818-1 PES

AIC Specification 1.0 supports delivery of streamed synchronized and asynchronous AIC content using ISO/IEC 13818-1 PES (Packetized Elementary Stream).

Synchronized data streaming is defined as the streaming of data with timing requirements in the sense that the data and clock can be regenerated at the receiver into a synchronized data stream. Further, synchronized data streams are characterized by a periodic interval between consecutive packets so that both the maximum and minimum delay jitters between packets is bounded in a manner such that data is continuous. Asynchronous data streams have no strong timing association with other data streams. They shall also be carried in elementary streams conveyed in PES packets.

For delivery of streaming data using ISO/IEC 13818-1 PES, AIC Specification 1.0 uses the mechanisms defined in ISO/IEC 13818:1996 Amendments 7.

1.3.1.2 Delivery of non-streamed Data using DSM-CC Data Download Protocol

AIC Specification 1.0 supports the delivery of data using the DSM-CC data carousel mechanism defined in ISO/IEC 13818-6. AIC Specification 1.0 use of DSM-CC supports the sending of data modules, non-streamed asynchronous data and non-streamed synchronized data via the use of PTSs.

A special case of DSM-CC Data Download is sending non-streamed synchronized data. Non-streamed synchronized data is conveyed in data modules in DSM-CC sections, requiring PTS values as defined in ISO/IEC 13818-1. An example is sporadically transmitted application data associated with a video stream for a short period of time.

For delivery of streaming data using ISO/IEC 13818-6 DSM-CC, AIC Specification 1.0 uses the mechanisms defined in ATSC/DASE (http://toocan.philabs.research.philips.com/misc/atsc/t3s13).

1.3.1.3 Delivery of Data using IP

AIC Specification 1.0 does not yet support the delivery of AIC content with IP unicast and multicast. On-going development in IETF and ISO will allow in a near future the delivery of AIC content with these delivery mechanisms. These developments will be reflected by AIC Specifications as soon as they will be available.

1.3.2 Terminal Model: Systems Decoder Model

The systems decoder model provides an abstract view of the behavior of a terminal complying with AIC Specification 1.0. Its purpose is to enable a sending terminal to predict how the receiving terminal will behave in terms of buffer management and synchronization when reconstructing the audio-visual information that comprises the presentation. The systems decoder model includes a timing model and a buffer model.

AIC Specification 1.0 uses the terminal model associated to the delivery as defined in section 1.3.1.

1.3.3 Synchronization of Streams

Elementary streams are the basic abstraction for any streaming data source. Elementary streams are conveyed according to the delivery mechanisms described in section 1.3.1. This mechanism additionally provides timing and synchronization information, as well as fragmentation and random access information that are more or less intimate with the delivery depending on the mechanism used. In any case, this timing and synchronization information enable synchronized decoding and, subsequently, composition of the elementary stream data.

AIC Specification 1.0 relies on the mechanisms defined in ISO/IEC 13818-1 (MPEG-2 Systems), ISO/IEC 14496-1 (MPEG-4 Systems) and ISO/IEC 13818-1 Amendment 7 for the synchronization of audio-visual information.

1.4 Presentation Engine

The presentation engine receives data in its encoded format and performs the necessary operations to decode this data. The decoded information is then used by the terminal’s composition, rendering and presentation subsystems.

1.4.1 Object Description Framework

The purpose of the object description framework is to identify and describe elementary streams and to associate them appropriately to an audio-visual scene description. Object descriptors provide access to AIC content. Object content information and the interface to intellectual property management and protection systems are also part of this framework.

An object descriptor is a collection of one or more elementary stream descriptors that provide the configuration and other information for the streams that relate to either an audio-visual object or a scene description. Object descriptors are themselves conveyed in elementary streams. Each object descriptor is assigned an identifier (object descriptor ID), which is unique within a defined name scope. This identifier is used to associate audio-visual objects in the scene description with a particular object descriptor, and thus the elementary streams related to that particular object.

Elementary stream descriptors include information about the source of the stream data, in form of a unique numeric identifier (the elementary stream ID) or a URL pointing to a remote source for the stream. Elementary stream descriptors also include information about the encoding format, configuration information for the decoding process, as well as quality of service requirements for the transmission of the stream and intellectual property identification. Dependencies between streams can also be signaled within the elementary stream descriptors. This functionality may be used, for example, in scalable audio or visual object representations to indicate the logical dependency of a stream containing enhancement information, to a stream containing the base information. It can also be used to describe alternative representations for the same content (e.g. the same speech content in various languages).

AIC Specification 1.0 uses the Object Descriptor framework defined in ISO/IEC 14496-1:MPEG-4 Systems and extends to allow the integration of AIC content.

1.4.1.1 Intellectual Property Management and Protection

The intellectual property management and protection (IPMP) framework for AIC Specification 1.0 content consists of a normative interface that permits an AIC terminal to host one or more IPMP Systems. The IPMP interface consists of IPMP elementary streams and IPMP descriptors. IPMP descriptors are carried as part of an object descriptor stream. IPMP elementary streams carry time variant IPMP information that can be associated with multiple object descriptors. 

The IPMP System itself is an informative component that provides intellectual property management and protection functions for the terminal. The IPMP System uses the information carried by the IPMP elementary streams and descriptors to make protected AIC content available to the terminal. An application may choose not to use an IPMP System, thereby offering no management and protection features.

AIC Specification 1.0 uses the IPMP framework defined in ISO/IEC 14496-1:MPEG-4 Systems.

1.4.1.2 Object Content Information

Object content information (OCI) descriptors convey descriptive information about audio-visual objects. The main content descriptors are content classification descriptors, keyword descriptors, rating descriptors, language descriptors, textual descriptors, and descriptors about the creation of the content. OCI descriptors can be included directly in the related object descriptor or elementary stream descriptor or, if it is time variant, it may be carried in an elementary stream by itself. An OCI stream is organized in a sequence of small, synchronized entities called events that contain a set of OCI descriptors. OCI streams can be associated to multiple object descriptors.

AIC Specification 1.0 uses the OCI descriptors defined in ISO/IEC 14496-1:MPEG-4 Systems.

1.4.2 Scene Description Streams

Scene description addresses the organization of audio-visual objects in a scene, in terms of both spatial and temporal attributes. This information allows the composition and rendering of individual audio-visual objects after the respective decoders have reconstructed the streaming data for them.

The scene description is represented using a parametric approach. AIC Specification 1.0 specifies the following parametric scene descriptions:

11. X-HTML scene description with or without broadcast extension or X-BIFS extensions;

12. X-BIFS without or without X-HTML extensions.

The X-BIFS scene description consists of an encoded hierarchy (tree) of nodes with attributes and other information (including event sources and targets). Leaf nodes in this tree correspond to elementary audio-visual data, whereas intermediate nodes group this material to form audio-visual objects, and perform grouping, transformation, and other such operations on audio-visual objects (scene description nodes). The scene description can evolve over time by using scene description updates.

In order to facilitate active user involvement with the presented audio-visual information, AIC Specification 1.0 provides support for user and object interactions. Interactivity mechanisms are integrated with the scene description information, in the form of linked event sources and targets (routes) as well as sensors (special nodes that can trigger events based on specific conditions). These event sources and targets are part of scene description nodes, and thus allow close coupling of dynamic and interactive behavior with the specific scene at hand. AIC Specification 1.0, however, does not specify a particular user interface or a mechanism that maps user actions (e.g., remote control presses or mouse movements) to such events.

Such an interactive environment may not need an upstream channel, but AIC Specification 1.0 also provides means for client-server interactive sessions with the ability to set up upstream elementary streams and associate them to specific downstream elementary streams.

X-BIFS allows the integration of X-HTML scene descriptions using the “ApplicationTexture” node.

X-HTML scene description is an XML-compliant version of HTML 4.0. It uses the HTML lexicon, it complies with XML syntax, and contains some extensions that are suitable for broadcast applications. It supports page-like presentation of content, including synchronized audio, video and text. It extends an XML-compliant version of HTML 4.0 that had been referred to as BHTML (Broadcast HTML) in ATSC DASE. This specification is now being worked on in the W3C’s HTML NG Working Group in a specification code named Voyager; the latest working draft recommendation by W3C is available for W3C members at http://www.w3.org/TR/WD-html-in-xml.

X-HTML allows the integration of an X-BIFS scene description using a “Scene” tag.
1.4.3 Audio-visual Streams

AIC Specification 1.0 does not specify new coded representations for audio and visual information. The audio and visual coded representations supported by AIC Specification 1.0 are profile and level dependent and are specified in section 9. The reconstructed audio and visual data are made available to the composition process for potential use during the scene rendering.
1.4.4 Upchannel Streams

Elementary streams from a sending terminal to receiving terminals may require information to be transmitted from receiving terminals to the sending terminal (e.g., to allow for client-server interactivity).  REF _Ref438299734 \h 
 indicates the flow path for an elementary stream from the receiving terminal to the sending terminal. AIC Specification 1.0 allows the set-up of upchannel but does not specify a particular upchannel stream. The upchannels supported by AIC Specification 1.0 are profile dependent and are specified in section 9.

2. Normative References

The following International Standards contain provisions, which, through reference in this text, constitute provisions of AIC Specification 1.0. At the time of publication, the editions indicated were valid. All Recommendations and Standards are subject to revision, and parties to agreements based on AIC Specification 1.0 are encouraged to investigate the possibility of applying the most recent editions of the standards indicated below. Members of IEC and ISO maintain registers of currently valid International Standards.
[1]
ISO/IEC 13818:1996, Information Technology – Generic coding of moving pictures and associated audio information.

[2]
ISO/IEC 14772-1:1997, Information technology – Computer Graphics and image processing – The Virtual Reality Modeling Language – Part 1: Functional specification and UTF-8 encoding.

[3]
ISO/IEC 14496:1998, Information technology – Generic coding of audio-visual objects.

[4]
IETF RFC 1738, Uniform Resource Locators (URL).
3. Additional References

The following International Standards contain provisions, which, through reference in this text, constitute provisions of AIC Specification 1.0. At the time of publication, the editions indicated were valid. All Recommendations and Standards are subject to revision, and parties to agreements based on AIC Specification 1.0 are encouraged to investigate the possibility of applying the most recent editions of the standards indicated below. Members of IEC and ISO maintain registers of currently valid International Standards.
[1]
HTML 4.0.

4. Definitions

For the purposes of this specification, the follow definitions apply.

Audio-visual Object: A representation of a natural or synthetic object that has an audio and/or visual manifestation. The representation corresponds to a node or a group of nodes in the BIFS scene description. Each audio-visual object is associated with zero or more elementary streams using one or more object descriptors.
Audio-visual Scene (AV Scene): A set of audio-visual objects together with scene description information that defines their spatial and temporal attributes including behaviors resulting from object and user interactions.

Broadcast Services: Audio-visual applications delivered to the customers with a one-to-many delivery mechanism. Broadcast services include the traditional television application, client-side interactive television application but these services may also include client-server interactivity when a return channel is available.

Channel Multiplex: A bundle of programs delivered to the customer through the delivery mechanism.

Decoder: An entity that translates between the coded representation of an elementary stream and its decoded representation. 
Elementary Stream (ES): A consecutive flow of mono-media data from a single source entity to a single destination entity in the presentation engine.

MPEG: Moving Picture Experts Group, an ISO/IEC Workgroup that specifies standards for the coded representation of moving video and audio. MPEG-4 is the MPEG standard for the coding of Audiovisual Objects.

Object Descriptor (OD): A descriptor that aggregates one or more elementary streams by means of their elementary stream descriptors and defines their logical dependencies.

Packet: A packet consists of a header followed by a number of contiguous bytes from an elementary data stream. 

Packet Data: Contiguous bytes of data from an elementary data stream present in the packet.

Packet Identifier (PID): A unique integer value used to associate elementary streams of a program in a single or multi-program transport stream.

PES packet: The data structure used to carry elementary stream data. It consists of a packet header followed by PES packet payload.

PES Stream: A continuous sequence of PES packets of one elementary stream with one Stream_Id.
Program: A collection of program elements. Program elements may be elementary streams. Program elements need not have any defined time base; but those that do have a common time base between them are intended for synchronized presentation. The term program is also used in the context of a “television program” such as a scheduled daily news broadcast.

Presentation Engine: The presentation engine decodes (parse and decompress) content bit streams (audio, video, scene description, meta-data, and procedural code streams) and makes this content available to the user (e.g. compose and render audio-visual data).
Scene Description: Information that describes the spatio-temporal positioning of audio-visual objects as well as their behavior resulting from object and user interactions. The scene description makes reference to elementary streams with audio-visual data by means of pointers to object descriptors.

Transport stream: Refers to the MPEG-2 transport stream syntax for the packetization and multiplexing of video, audio, and data signals for digital broadcast systems [1].

VRML/BIFS: A scene description language defined by VRML/MPEG-4 that provides the ability to describe and manipulate 2D/3D objects. "VRML" refers to the textual version while "BIFS" refers to the binary version. The binary version is highly compressed for efficient transmission and storage. Cooperation between MPEG-4 and VRML is ongoing, BIFS and VRML will be dual representations of the same content.

Upchannel: Refers, in asymmetric communication, to the flow of information that goes from the receiver to the sender. In general, this flow of information is lower bit rate than the flow going from the sender to the receiver and contains control information.

X-HTML: The AIC Initiative term for a scene description language for broadcast applications. It is an XML-compliant version of HTML 4.0 (uses HTML lexicon and complies with XML syntax), and contains some extensions that are suitable for broadcast applications. It supports page-like presentation of content, including synchronized audio, video and text. It extends an XML-compliant version of HTML 4.0 that has been referred to as BHTML (Broadcast HTML) in ATSC DASE and is currently being defined by W3C (http://www.w3.org/TR/WD-html-in-xml).

5. Abbreviations and Symbols

The following symbols and abbreviations are used in this specification.

ATSC
Advanced Television Standards Committee.

AV
Audio-visual

BIFS
Binary Format for Scene

DAI
DMIF-Application Interface

DASE
Digital TV Application Software Environments

DMIF
Delivery Multimedia Integration Framework

ES
Elementary Stream

ESD
Elementary Stream Descriptor

ES_ID
Elementary Stream Identifier

HTML
Hypertext Markup Language

MPEG
Moving Picture Experts Group

OD
Object Descriptor

OD_ID
Object Descriptor Identifier

PES
Packetized Elementary Streams

QoS
Quality of Service

SL
Synchronisation Layer

URL
Universal Resource Locator

VRML
Virtual Reality Modeling Language

Table 5‑1 Abbreviations and Symbols

6. Conventions

6.1 Syntax Description

For the purpose of unambiguously defining the syntax of the various bit stream components defined by the normative parts of AIC Specification 1.0, a syntactic description language is used. This language allows the specification of the mapping of the various parameters in a binary format as well as how they are placed in a serialized bit stream. The definition of the language is provided in ISO/IEC 14496:1998 Part 1.

7. Delivery and Streaming Framework

7.1 Content Delivery Framework

7.1.1 Introduction

This clause specifies the content delivery framework of AIC Specification 1.0. It defines a reference model in such a way that a presentation engine is abstracted from the delivery technology that is used to carry the actual content. This abstraction allows parts of this specification (the ones related to the presentation engine) to be valid for different scenarios, but does not force any specific implementation of a receiver device.

The content delivery framework is derived from the ISO/IEC 14496 (MPEG-4) specifications. More specifically, the Object Descriptor Framework described in ISO/IEC 14496-1 and the DMIF delivery model of MPEG-4 described in ISO/IEC 14496-6, are adopted. It is anticipated that on specific delivery technologies the Object Descriptor Protocol can be carried with mechanisms other than using an OD stream.

7.1.2 The Object Descriptor Protocol

The Object Descriptor Protocol is regarded as a tool that provides the necessary information to describe the Elementary Streams that constitute a scene. There are in principle other functionally equivalent tools (mime types, descriptors in the MPEG-2 Program Map Table and other ATSC or DVB specific tables, the Session Description Protocol –SDP– in the IP context), but none of them completely fulfils the AIC requirements that are instead satisfied by the Object Descriptor Protocol (e.g. dynamic updates, IPMP support, QoS description, decoder configuration, ...).

The Object Descriptor Protocol as defined in MPEG-4 has a concrete representation that consists of an Elementary Stream (the OD stream) with a fully defined syntax. It is understood however that in specific environments the functionality that is provided by the Object Descriptor Protocol can be abstracted so that the Object Descriptors that are meant to be “physically” transported by the OD Stream are instead reconstructed at a receiver based on information carried by the equivalent tool.

AIC Specification 1.0 makes use of the OD Stream and of its syntax as specified by ISO/IEC 14496-1, because this solution satisfies AIC requirements. No alternative solutions were proposed and properly documented. The solution adopted for the carriage of AIC content over MPEG-2 transport is documented by ISO/IEC 13818-1 (MPEG-2 Systems) Amendment 7. Annex C provides a placeholder for an alternative solution to this issue.

7.1.3 Components of a bit stream

The content delivery framework assumes that a three level mechanism is used to compose a scene:

· A scene description stream, that describes how a scene is composed, and refers to its ingredients through pointers to Object Descriptors;

· An Object Descriptor Stream, that describes each individual Elementary Stream in a scene, including its unique identification (a 16 bit interger – ES_ID –, which is also used for internal cross-references, or optionally also an unconstrained identifier to locate the stream by means other than a 16 bit number – the ES URL –, which is however not used for cross-references);

· A Stream Map Table Stream that maps each ES_ID (or ES URL) to its actual physical location.

A consequence of this architecture is that the scene description does not depend on the underlying delivery technology.

7.1.4 The ODID URL

A new URL scheme is defined, to make use of the Object Descriptor Protocol. This URL scheme is defined as:

odid:<ODnumber>?<optional command string>

The <ODnumber> identifies the Object Descriptor that provides the description of the content. An Object Descriptor usually contains one Elementary Stream Descriptor, which in turn describes a particular Elementary Stream (e.g. MPEG-2 Video MP@ML); an OD may contain multiple ESDs in cases where multiple Elementary Streams are carrying the same content, either with alternative coding or with scalable coding techniques. In some cases an OD does not contain any ESD, and contains instead a pointer to the “real” OD providing the ESDs: this pointer is a URL, and is further referred to as a DMIF URL.

The <optional command string> is currently not used by ISO/IEC 14496 (MPEG-4), but is supported by AIC Specification 1.0. When present, it is meant to define the initial action to be performed on the content (e.g. PLAY at double rate).

7.1.5 URL schemes supported in the scene description

The scene description refers to content using “odid:” URLs.

In principle additional URL schemes such as “http://” or “tv://” could be used as well, but the content delivery framework would be bypassed in that case. Moreover such other schemes would relate the scene description stream to a particular delivery technology and protocol stack, while through the additional indirection provided by the Object Descriptor, the scene description stream is kept independent of the delivery technology and protocol stack. AIC Specification 1.0 specification does not support any URL scheme other than “odid:”.

7.1.6 The DMIF model

The DMIF model defines the reference behavior of a presentation engine. By no means does it constraint the implementation of the presentation engine.

This model is described in ISO/IEC 14496-6 (MPEG-4 DMIF); it allows a presentation engine to be unaware of the underlying delivery technology, and thus paves the ground to the future support of additional delivery technologies. This model also allows unifying the behavior of a presentation engine in different operational scenarios such as local retrieval, remote retrieval or broadcast/multicast. The model assumes that a variety of different delivery technologies can be supported by just plugging in a module that knows the specific details of a particular delivery technology; the identification of the module to activate is obtained through a specific URL scheme (DMIF URL schemes, see following subclauses).

The reference behavior is defined through the specification of the interface that a presentation engine is assumed to use, and the dynamics occurring at such interface. This interface is named DMIF-Application Interface (DAI) and is specified also in DMIF. A DMIF instance is a module that exposes the DAI to the presentation engine and knows the details of a specific delivery technology.

A generic walkthrough describing the generic dynamics occurring at the DAI interface is described in clause 7.1.8; specific walkthroughs providing the actual details of the operations occurring on specific delivery technology are then specified in clause 7.2.

7.1.7 DMIF URLs

DMIF URLs are used to point to Object Descriptors. The schemes used are derived from existing URL schemes, but such existing URL schemes are constrained, in this context, to point only to Object Descriptors.

The following set of DMIF URL schemes is used to cover the cases of interest to AIC Specification 1.0.

These schemes, once assessed, have normative value, since in cases of complex content that span over multiple delivery technologies or name spaces (e.g.: over two independent MPEG-2 Transport Streams), these URLs are part of the “bits on the wire”.

· URL to point to content inside an MPEG-2 Transport Stream. AIC specification 1.0 uses the “tv:” URL scheme defined in ATSC. This scheme, when used as a DMIF URL, is constrained to point to an Object Descriptor. The Object Descriptor will, in turn, contain the information to locate the Elementary Stream(s).

· DMIF URL such as URLs pointing to content being stored locally in the receiver device. Note that in this example, the content is only managed by the receiver, and not referred to directly by content produced by a transmitter. In other words, the content delivered by the transmitter will never contain such a URL; instead locally generated scenes may refer to this stored content and thus use ODs containing such URLs. Such URL would be:

dmif.mystorage: //<disk unit>/<directories>/<filename>;

<disk unit> provides the disk identifier (e.g. “C|”);

<directories> provides the directory path;

<filename> provides the name of the file representing the content (not necessarily containing the content itself).

· Other DMIF URLs can be defined in future to point to content delivered over other technologies, such as DAB, IP multicast, IP unicast, ... For the unicast scenario, in case the DMIF Protocol is used between receiver and transmitter, the appropriate schemes are defined in ISO/IEC 14496-6, and are being proposed to ICANN.

7.1.8 Walkthrough

This clause provides the generic walkthrough for accessing content. This walkthrough actually defines the reference behavior of a presentation engine. Further clauses will then provide the detailed walkthroughs for specific delivery technologies. Such specific walkthroughs complement this one. The calls at the DMIF-Application Interface are marked in bold.

13.  The receiver powers on and selects an initial content based on a stored algorithm. The selection is determined by a DMIF URL which is hardcoded in the device’ memory. Examples of possible such URLs are:

· “tv://abc.com/programguide.iod”;

· “dmif.mystorage://C|/Defaults/WelcomeMenu.iod”.

14.  The receiver determines the delivery technology (by inspecting the URL scheme) and activates the appropriate DMIF instance in charge of providing the content (e.g.: an instance that “understands” MPEG-2 TS, or an instance that reads from local storage). In terms of DAI calls, this maps to:

DA_ServiceAttach (IN: DMIF_URL = “tv://abc.com/programguide.iod”; OUT: SS_ID=C0; UU_DATA=IOD0)

This means: the URL is provided to the DMIF Instance, which returns a unique internal identifier for the “service_session” (DMIF terminology) and the Initial Object Descriptor.

1. IOD0 usually contains two Elementary Stream Descriptors, one for the scene description stream and the other one for the OD stream. E.g.: the scene description stream is of type BIFS (but could equally well be HTML), and has ES_ID=1, while the OD stream is of type OD and has ES_ID=2.

2. DA_ChannelAdd (IN: SS_ID = C0 ; UUDATA = {1,2}; OUT: CH_ID = {11,12}).

This means: two new logical “channels” (DMIF terminology) are requested in the scope of the previously opened “service_session”, and identified through their ES_ID (alternatively: through their ES URL); two corresponding internal identifiers (CH_Ids) are returned
3. DA_UserCommand (IN: CH_ID = {11,12}, UUDATA = {“PLAY”, “PLAY”})

This means: the presentation engine is prepared to receive the streamed data, and request the underlying delivery mechanism to pass this data. Note: the syntax of the uuData is currently not specified. In this walkthrough the stream “PLAY” is assumed. The usage of this DA_UserCommand() function allows additional flexibility (different command types): this is expecially useful in interactive environments, but could be exploited as well in broadcast systems (e.g.: “PLAY for 3 minutes”). Note also that the “odid:” URL scheme will allow such commands to be expressed (though this is not yet specified as such in the current MPEG-4 specification).

4. The receiver gets the BIFS data from CH_ID 11, and the OD data from the CH_ID 12.

5. The BIFS describes a scene, and refers to additional audio-visual data through URLs. URLs are of type “HTTP://” or “TV://” or “ODID:”.

6. Only URLs of type “ODID:” are supported by this specification; “ODID:36” means : ‘the Elementary Stream is described in the OD number 36’. In this walkthrough three such URLs are found: “ODID:36”, “ODID:39”, “ODID:40”.

7. The Object Descriptors 36, 39 and 40 are parsed; e.g.: Elementary Stream 7 (JPEG) is described in OD 36; ES 21 (MPEG-2 Audio) is described in OD 39; ES 51 (MPEG-2 Video base layer) and ES 52 (MPEG-2 Video enhanced layer) are described in OD 40.

8. DA_ChannelAdd (IN: SS_ID = C0 ; UUDATA = {7,21,51,52}; OUT: CH_ID = {13,14,15,16})

9. DA_UserCommand (IN: CH_ID = {13,14,15,16}, UUDATA = {“PLAY”, “PLAY”, “PLAY”, “PLAY”})

10. The receiver gets the JPEG data from CH_ID 13, decodes it and presents it according to the scene description; the same for the MPEG-2 Audio and Video streams. The scene is completely composed and rendered.

15. In some cases, an OD does not directly describe any ES, but contains instead a (DMIF) URL to the “real” OD (which usually corresponds to an Initial OD). This indirection is needed when a new “service_session” (DMIF terminology) is required, e.g.: to jump to another presentation. This is for example the case of an EPG, where the selection of a particular item causes an hyperlink to be followed. This would be implemented in the following way:

11. The EPG associates to each selectable content an “odid:” URL.

12. The user selects the desired content (e.g.: CNN)

13. The associated URL is resolved. E.g.: “odid:72”

14. The OD 72 contains a (DMIF) URL, such as: “tv://abc.com/cnn.iod”

15. The steps shown above are followed.

16. Another possible case is that previously stored content can be proposed to the user for later consumption. In this case the mechanism is exactly the same, except for the fact that the (DMIF) URL contained in the OD is something like: “dmif.mystorage://cache/981209/news_on_XYZ.iod”

7.1.9 Content Persistence

Content that is downloaded for later, tightly or loosely synchronized use is temporarily stored locally. At some point before the download, after the download or during the download the user is prompted and asked whether that downloaded content has to be saved or discarded.

The policy of content persistency is a matter that involves:

· the author, that authorizes persistent storage or not (maybe only for some minutes);

· the user, that decides what content to store (if possible), what content to ignore, what content (already stored) to discard;

· the terminal manufacturer, that decides how much storage is made available, and with which policy storage is allocated (e.g.: it could decide to keep in local storage content which the user has not required, until storage space is needed).

Content may be stored locally for two main uses:

· within the current presentation, in some near time;

· for later consumption, with no correlation with any other presentation.

In the first case, the local storage only provides a concrete extension to the decoding buffers, and the stored content shall be identifiable as usual (thus through a standardized mechanism such as the TV URL described in clause 7.1.7)

In the second case, the content is not intended to be reachable by any scene provided by a transmitter; it is conceivable instead that the receiver device provides menus to activate and consume stored content at any time.

This stored content shall therefore be labeled in an unambiguous way. With reference to the proposal in clause 7.1.7, this piece of content could be activated through a URL such as:

“dmif.mystorage://C|/cache/981209/news_on_XYZ.iod”

7.2 Walkthroughs with specific delivery technologies

7.2.1 Walkthrough with MPEG-2 Transport Streams

This walkthrough specifies in detail the exact elements in the MPEG-2 bitstream that are used to identify the content being transmitted while complying with the DMIF model. Thus it specifies the behavior of the specific DMIF Instance for MPEG-2 TS. The error conditions are not considered in detail.

7.2.1.1 DA_ServiceAttach

The DA_ServiceAttach function allows the presentation engine to request the activation of a particular service. The presentation engine provides a TV URL pointing to an Object Descriptor (usually an Initial Object Descriptor). The DMIF Instance specific for MPEG-2 TS delivery is activated, and shall return a unique identifier for the “service_session” as well as the IOD.

The DMIF Instance resolves the TV URL. ATSC specifies the mechanism to resolve a URL such as “tv://abc.com/cnn.iod” into a set of unambiguous identifiers able to locate the actual CNN program. It is stressed here that any TV URL used in this context shall point to an Object Descriptor, and nothing else. Such Object Descriptor is usually an Initial Object Descriptor and as such it is carried in the Program Map Table, according to ISO/IEC 13818-1 (MPEG-2 Systems) Amendment 7.

E.g.: “tv://abc.com/cnn.iod” refers to the IOD of the CNN program in a transport stream available at the receiver.

ISO/IEC 13818-1 (MPEG-2 Systems) Amendment 7 specifies how the IOD is carried in the Program Map Table:

“The IOD_descriptor encapsulates the InitialObjectDescriptor which is the data element that allows access to a set of ISO/IEC 14496 streams by identifying the ES_IDs of the scene description and object descriptor streams that contain further information about the ISO/IEC 14496 streams.  The InitialObjectDescriptor is specified in Subclause 8.6.3 of ISO/IEC 14496-1.  The IOD_descriptor shall be conveyed in the first descriptor loop immediately following the program_info_length field of the Program Stream Map or TS_program_map_section.”

The unique identifier for the “service_session” is decided by the DMIF Instance itself.

It is understood that for the simple profile the IOD_Descriptor could be not included in the MPEG-2 bitstream, and that the DMIF Instance could build internally the IOD using information fields present in the PMT. Such a mechanism is described in Annex C.

This function could be associated to billing and conditional access checks.

7.2.1.2 DA_ChannelAdd

The DA_ChannelAdd function allows the presentation engine to ask the DMIF instance to locate a particular elementary stream inside an already opened “service_session”. The DMIF Instance shall return a unique “channel_identifier” (DMIF terminology) for each requested ES.

The presentation engine provides the list of Elementary Streams it is interested in (using either ES_Ids or ES_ URLs, as specified in the Object Descriptor syntax – see MPEG-2 Systems – ).

The DMIF instance uses this information (ES_ID or ES_ URL) to locate each individual Elementary Stream in the MPEG-2 TS. Locating means determining the PID where the ES is carried, as well as additional multiplexing information such as FlexMux Channel Number (in case the MPEG-4 FlexMux is used – see PDAM7 – ).

This mapping is obtained by inspecting the PMT. In the PMT a PID is associated to an ES_ID through the SL_descriptor, as specified by PDAM7.

The SL_descriptor associates the ES_ID of an ISO/IEC 14496 elementary stream to a PID in an MPEG-2 Transport Stream.  The SL_descriptor shall appear in the second descriptor loop immediately following ES_info_length field of the TS_program_map_section if no FlexMux applies to this elementary stream.
Optionally, multiple Elementary Streams can be multiplexed in a single PID: in this case also the FMC_descriptor is used, as specified by ISO/IEC 13818-1 (MPEG-2 Systems) Amendment 7:

“The FMC_descriptor associates a FlexMux channel to the ES_ID of an ISO/IEC 14496 elementary stream. FMC_descriptors shall appear in the second descriptor loop immediately following ES_info_length field of the Program Stream Map or TS_program_map_section. In case of a MPEG-2 Transport Stream, presence of one or more FMC_descriptors indicates that FlexMux is used within this PID. Each elementary stream (ES_ID) that is carried within the FlexMux stream in a single PID requires one FMC_descriptor in order to identify its FlexMux channel”.

The unique identifier for the “channel” is decided by the DMIF instance itself.

7.2.1.3 DA_UserCommand

The DA_UserCommand function allows the presentation engine to ask the DMIF instance to perform a certain action on a specific Elementary Stream. In a broadcast system actions are likely to be restricted to PLAY and STOP, maybe with some timing information associated. In environments other then broadcast (local or remote retrieval) actions may include VCR control commands, such as FAST FORWARD, REWIND, SLOW MOTION and so on.

The presentation engine provides the list of “channel_identifiers” and the command to execute on each of them.

The DMIF Instance shall perform the requested command.

In case of “PLAY” command, the DMIF Instance starts forwarding the data to the presentation engine.

In case of “STOP” command, the DMIF Instance stops forwarding the data to the presentation engine.

7.2.1.4 DA_ChannelDelete

The DA_ChannelDelete function allows the presentation engine to ask the DMIF instance to stop using a particular channel. In case where the channel was not stopped yet, it stops the channel. For broadcast systems, the separation of a STOP command from the DA_ChannelDelete() function may not be very meaningful, but it is meaningful in environments such as remote retrieval, where the addition/deletion of channels requires signaling exchanges in the network, while a STOP command can be executed with a much minor effort.

The presentation engine provides the list of “channel_identifier” it is no longer interested in; the DMIF Instance has no particular task to perform (in addition to perform a “STOP” on a still active channel).

7.2.1.5 DA_ServiceDetach

The DA_ServiceDetach function allows the presentation engine to ask the DMIF instance to stop providing a particular service. In case where some channel was not stopped yet, it first stops them (and virtually deletes them).

The presentation engine provides the “service_session” identifier of the service to be detached; the DMIF Instance has no particular task to perform (in addition to perform a “Stop” on still active channels).

However this function could be particularly useful when associated to billing.

7.2.2 Walkthrough with DSM-CC Download Protocol

This walkthrough specifies in detail the exact elements in the DSM-CC Download Protocol that are used to identify the content being transmitted while complying with the DMIF model. Thus it specifies the behavior of the specific DMIF Instance for DSM-CC Download Protocol. The error conditions are not considered in detail.

7.2.2.1 DA_ServiceAttach

The DA_ServiceAttach function allows the presentation engine to request the activation of a particular service. The presentation engine provides a TV URL pointing to an Object Descriptor (usually an Initial Object Descriptor). The DMIF Instance specific for DSM-CC Download Protocol delivery is activated, and shall return a unique identifier for the “service_session” as well as the IOD.

The DMIF Instance resolves the TV URL. ATSC specifies the mechanism to resolve a URL such as “tv://abc.com/cnn/carousels/XYZ.iod” into a set of unambiguous identifiers able to locate the actual carousel and the actual module in the CNN program. It is stressed here that any TV URL used in this context shall point to an Object Descriptor, and nothing else. Such Object Descriptor is usually an Initial Object Descriptor and as such it is carried in a specific information element of the carousel. This specific information element is TBD.

E.g.: “tv://abc.com/cnn/carousels/XYZ.iod” refers to the IOD of a program that is downloadable from the CNN in a transport stream available at the receiver.

The unique identifier for the “service_session” is decided by the DMIF Instance itself.

This function could be associated to billing and conditional access checks.

7.2.2.2 DA_ChannelAdd

The DA_ChannelAdd function allows the presentation engine to ask the DMIF instance to locate a particular elementary stream inside an already opened “service_session”. The DMIF Instance shall return a unique “channel_identifier” (DMIF terminology) for each requested ES.

The presentation engine provides the list of Elementary Streams it is interested in (using either ES_Ids or ES URLs, as specified in the Object Descriptor syntax – see MPEG-2 Systems – ).

Each identifier is resolved into a specific module inside a specific carousel. The mechanism to resolve these identifiers makes use of the tables present in the MPEG-2 TS, and is defined by ATSC and DVB for their respective systems. A module may contain one or multiple audiovisual object, even a self-consistent, complete scene.

The unique identifier for the “channel” is decided by the DMIF Instance itself.

7.2.2.3 DA_UserCommand

The DA_UserCommand function allows the presentation engine to ask the DMIF instance to perform a certain action on a specific Elementary Stream.

The presentation engine provides the list of “channel_identifiers” and the command to execute on each of them.

The DMIF Instance shall perform the requested command.

In case of “PLAY” command, the DMIF Instance starts storing the module locally.

In case of “STOP” command, the DMIF Instance stops storing the module: in case the storage was already completed, no action is taken; in case the storage was not completed yet, the storage itself is aborted.

7.2.2.4 DA_ChannelDelete

The DA_ChannelDelete function allows the presentation engine to ask the DMIF instance to stop using a particular channel. In case the channel was not stopped yet, it stops the channel.

The presentation engine provides the list of “channel_identifier” it is no more interested in; the DMIF Instance has no particular task to perform (in addition to perform a “STOP” on a still active channel).

7.2.2.5 DA_ServiceDetach

The DA_ServiceDetach function allows the presentation engine to ask the DMIF instance to stop providing a particular service. In case some channel was not stopped yet, it first stops them (and virtually deletes them).

The presentation engine provides the “service_session” identifier of the service to be detached; the DMIF Instance has no particular task to perform (in addition to stop still active channels).

However this function could be useful when associated to billing.

7.2.3 Walkthrough with Local Storage

This clause is a placeholder for a future walkthrough specifying in detail the exact elements in the local storage that are used to identify the content being transmitted while complying with the DMIF model. Thus it is meant to specify the behavior of the specific DMIF Instance for local storage.

AIC Specification 1.0 does not specify the file format for locally stored content. It is anticipated that the activity currently carried on in MPEG-4 on the MPEG-4 File Format is monitored for usage in this context.

7.2.4 Walkthrough with IP multicast

This clause is a placeholder for a future walkthrough specifying in detail the exact elements in the IP multicast flows that are used to identify the content being transmitted while complying with the DMIF model. Thus it is meant to specify the behavior of the specific DMIF Instance for IP multicast.

AIC Specification 1.0 does not support IP multicast.

7.2.5 Walkthrough with IP unicast

This clause is a placeholder for a future walkthrough specifying in detail the exact elements in the IP unicast flows that are used to identify the content being transmitted while complying with the DMIF model. Thus it is meant to specify the behavior of the specific DMIF Instance for IP unicast.

A few different end-to-end protocols can be used in principle. ISO/IEC 14496-6 (MPEG-4/DMIF) provides the full specification of the DMIF Protocol, and defines its usage in compliance with the DMIF model. Other protocols (such as RTSP) are possible as well in principle, but their usage in compliance with the DMIF model is not specified yet.

AIC Specification 1.0 does not support IP unicast.

7.3 Delivery of content on specific technologies

7.3.1 Delivery of content with MPEG-2 Transport Streams

AIC Specification 1.0 supports the delivery of asynchronous and synchronous streamed content using the mechanisms described in ISO/IEC 13818 PDAM 7.

7.3.2 Delivery of content with DSM-CC download protocol

AIC Specification 1.0 supports the delivery of asynchronous and synchronous  non-streamed content using the mechanisms described in ATSC T3/S13’s draft standard document http://toocan.philabs.research.philips.com/misc/atsc/t3s13).

7.3.3 Delivery of content with Local Storage

AIC Specification 1.0 does not specify the delivery of asynchronous and synchronous streamed or non-streamed content using Local Storage delivery. It is anticipated that the activity currently carried on in MPEG-4 on the MPEG-4 File Format is monitored for usage in this context.

7.3.4 Delivery of content with IP multicast

AIC Specification 1.0 does not supports the delivery of asynchronous and synchronous streamed or non-streamed content using IP multicast delivery.

7.3.5 Delivery of content with IP unicast

AIC Specification 1.0 does not supports the delivery of asynchronous and synchronous streamed or non-streamed content using IP unicast delivery.

8. Presentation Engine

8.1 Concepts

8.1.1  Scene Description Controlled Presentation Engine

AIC Specification 1.0 presentation engine renders the visual and audio objects as described by a scene description. The content provider delivers the scene description to the terminal by the mechanism described in section 7. In this model, MPEG-2 video and audio streams are also considered as objects and therefore rendered according to the scene description.

8.1.2 Scene Description Paradigms

AIC Specification 1.0 presentation engine offers two scene description paradigms. The X-HTML paradigm provides a page layout mode, while the X-BIFS paradigm provides a graphic scene description. Both of these modes can be mixed. A graphics X-BIFS scene can be included into an X-HTML environment, and an X-HTML page layout can be included into the X-BIFS 2D or 3D environment.

X-HTML proposes a traditional page based layout as in any HTML presentation. This kind of presentation is well suited for static composition of image or video and text as well as static graphics that are placed automatically inside the page layout. The X-HTML provides the ability to place objects inside the layout.

For applications in which an object has to be placed at a precise pixel accurate position and possibly animated, scaled, or rotated, a composed graphics scene description is more appropriate. The graphics scene provides a 2D with depth or 3D space in which objects can be hierarchically composed, by applying translation, scaling and rotation. Graphics properties of objects may also be modified and animated in time.

8.1.3 Audio Composition Features

AIC Specification 1.0 proposes a framework that enables composition of visual as well as audio elements. According to the chosen profile, various possibilities may be offered to compose different audio channels:

· No composition: only one audio channel is played at a time;

· Mixing: various audio channels may be mixed together;

· Audio effects and post processing: For advanced terminals, AIC content provides the ability to apply some post processing effects to the sound sources. Such effects as audio spatialization, reverberation filters are described in a language specify in ISO/IEC 14496 (MPEG-4).

8.1.4 Scene Delivery Model

In the X-HTML environment, the scene description is loaded through a URL scheme as described in section 7. The effect of loading an X-HTML description is to replace the whole scene by this new description. This model is the model used in the World Wide Web and is appropriate to browse “streamed static” content. The scene itself may be a dynamic scene but the assumption is that a complete scene description that has been “pulled” to the terminal is loaded.

In a broadcast environment, events in the scene need to happen in a synchronized manner with the audio-visual content, e.g. the audio and video stream. For instance, a “buy me” button needs to be added exactly at the beginning of the advertisement and disappear at the end of the advertisement in a synchronized manner with the video content. This specification refers to time varying content delivered by a stream as “streamed dynamic” content.

A way to realize the “buy me” button as described above is to send a trigger to events already described and labeled in the active scene. However, this framework is not flexible enough for many application scenarios. For instance, a local TV station may want to insert a specific message for its customers but this is unknown to the initial author of the scene. The main TV station may want to update “live” the score of the football game in the score table or other data, which is not known in advance by the editor of the scene. Moreover, the content creators would like these updates to be synchronized tightly with the main video broadcast. In order to fit these requirements, the ISO/IEC 14496-1 (MPEG-4 Systems BIFS) defines the concept of “push streaming” scene description. As any media, a BIFS scene can be delivered as a stream. Entry points, just as intra frames for video or audio, are provided with a specific command named ReplaceScene. Synchronization of other audio-visual streams is achieved with the usual mechanisms provided in ISO/IEC 14496-1 (MPEG-4 Systems Streaming Framework).

8.1.5 Event and Behavioral Model

The event model in the X-HTML framework is based on standard X-HTML events and actions. X-HTML events and actions are mainly meant to deal with user interactivity.

However, user interaction is only one of the types of events that an interactive presentation has to deal with in a streaming and animated environment.

In a streaming environment, it is necessary to take into consideration events coming from the stream in order to trigger behaviors in the scene synchronized with other objects. This is particularly important in a broadcast environment where the terminal decoding a piece of scene content has to know “what to do with it”. For instance, the content provider may want at one point in time to replace the scene with a new scene, to insert or delete an object in the scene, or to change the property of an object. BIFS defines two types of streams for that purpose:

· The BIFS-Command stream is a synchronized non streamed set of commands that is used to send updates to the scene : such as delete node, insert node, change values, replace scene

· The BIFS-Anim stream is a synchronized streamed data channel to animate continuously parameters of the scene. This enables creation of low bit rate animations in the scene.

In a graphics environment, other important features are the local animation and behaviors. Behaviors in such environments typically use key frame animation for animating positions, rotations or coordinates of objects. This third type of event is supported by AIC Specification 1.0 in order to animate scene content. This type of event is referred to as “self behavior”. A typical example of this is a button that grows in size and then rotates on itself. Interpolation data or Scripts are provided in the content in order to define this self behavior animation.

These three sources of events for the scene modification in time: user Interaction, self behavior and stream update/animation are illustrated in Figure 2.

8.1.6 Compression

Scene data are usually much smaller than audio and video streams. However, when using graphics scenes, interpolation and mesh data can become very big. Typically, textual scene descriptions can represent one megabyte of data or more. Additionally, when broadcasting initial scenes with a data carrousel, scene data is re-transmitted at a high rate and the associated data rate then becomes significantly high. The ISO/IEC 14496-1 framework (MPEG-4 Systems BIFS) provides an optimal compression for scene data in order to minimize bandwidth associated with the presentation engine.


[image: image1.wmf]url

X-BIFS Stream

Command

Anim

.

Scene

Management

X-HTML

X-HTML

Interpreter

User

Interaction

Rendering

Self

Behavior


Figure 2 : Presentation Engine Architecture

8.2 Integration of X-HTML and X-BIFS

8.2.1 Description of the Integration Scenarios

AIC Specification 1.0 presentation engine provides a complete framework for terminal side composition. Both X-HTML and X-BIFS contents can be freely mixed according to the profiles, the application needs and the complexity of the terminal.

The various combinations can be summarized in four scenarios:

· X-HTML alone: X-HTML descriptions may be used alone to perform streamed static contents. This may be very useful typically for EPG applications, potentially including MPEG-2 audio-visual content.

· X-BIFS alone: X-BIFS streams can be used alone for either streamed static or streamed dynamic contents. This may be typically used to have an interactive channel sent in parallel with the main video program and trigger events within the video program. The X-BIFS scene can include MPEG-2 audio-visual content as well.

· X-HTML in X-BIFS: X-HTML streams may be pointed at by BIFS streams in order to include HTML such as text and graphics inside a X-BIFS description. A basic use of this feature may be to have a popup rectangle placed over a BIFS scene with an HTML description. A more complex use may be to map an HTML page into a 3D environment.

· X-BIFS in X-HTML: X-BIFS descriptions may be included in X-HTML environments in order to add a 3D or 2D animated graphics description inside the HTML page and to enrich the content.

The four scenarios are described in detail below. The two mixed scenarios require small extensions of the existing X-HTML and X-BIFS frameworks as documented in clauses 8.2.4 and 8.2.5.

8.2.2 Usage of X-HTML alone

When X-HTML is used alone, the initial Object Descriptor shall point directly to the X-HTML stream location through a URL mechanism as described in section 7 or through an appropriate ES-ID. The X-HTML content itself may then point to streaming and non-streaming content through the mechanisms in place in the object descriptor framework. Usage of X-HTML only is summarized in Figure 3.
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Figure 3: Usage of X-HTML scene description alone with audio-visual content 

8.2.3 Usage of X-BIFS alone

When a X-BIFS scene description HTML is used alone, the initial Object Descriptor shall point to the X-BIFS elementary stream location through a URL mechanism as described in section 7 or through an appropriate ES-ID. The X-BIFS content itself may then point to streaming and non-streaming content through the mechanisms in place in the object descriptor framework. Usage of X-BIFS only is summarized in Figure 4.
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Figure 4 : Usage of X-BIFS scene description alone with audio-visual content

8.2.4 Integration of X-HTML in X-BIFS

When X-HTML is to be used in an X-BIFS scene description, the Initial Object Descriptor shall point to an initial X-BIFS stream through a URL mechanism as described in section 7 or through an appropriate ES-ID. The initial X-BIFS stream then points to the X-HTML stream through an ApplicationTexture node. The ApplicationTexture node points to the X-HTML scene description through an Object Descriptor URL containing the ObjectDescriptor Id of the Object Descriptor pointing to the X-HTML scene description. Usage of integration of X-HTML in X-BIFS is summarized in Figure 5.
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Figure 5 : Usage of integration of X-HTML inside an X-BIFS scene description

8.2.5 Integration of X-BIFS in X-HTML

When X-BIFS is to be used in an X-HTML scene description, the Initial Object Descriptor shall point to an initial X-HTML stream through a URL mechanism as described in section xxx or through an appropriate ES-ID. The initial X-HTML stream then points to the X-BIFS stream through a Scene element. The Scene element points to the X-BIFS through an Object Descriptor URL containing the ObjectDescriptor id of the Object Descriptor pointing to the X-BIFS included description. Usage of integration of X-BIFS in X-HTML is summarized in Figure 6.
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Figure 6: Usage of integration X-BIFS in an X-HTML scene description

8.3 X-HTML

AIC Specification 1.0 shall support the Voyager specification (http://www.w3.org/TR/WD-html-in-xml). X-HTML extends the Voyager specification in order to fulfill AIC presentation engine requirements. The following sections describe the extensions needed to the base Voyager supported components as well as the extensions needed in ISO/IEC 14496-1 (MPEG-4 Systems) to support X-HTML and X-BIFS scene descriptions.

8.3.1 Extensions of the Object Descriptor Framework

In AIC Specification 1.0, Object Descriptors may point not only to a BIFS scene description, but also to an X-HTML description or to an X-BIFS scene description. In order to support this, two new stream types are created and an X-HTML and an X-BIFS decoder descriptor are created.

Table 8‑1: StreamType Values
streamType value
stream type description

0x09
X-HTML stream

0x0A
X-BIFS stream

A decoder configuration will be used to specify the Voyager components used. The following descriptor will be transmitted in the decoder specifInfo field of the object descriptor.

class x-HTMLspecificInfo {


// Contains the rdf syntax for describing Voyager components supported


}

8.3.2 URLs in an X-HTML page

In AIC Specification 1.0, URLs in an X-HTML scene description shall point to elementary streams through an object descriptor. The object descriptor may point to elementary streams of audio-visual types supported by the selected profile and level. 

Note: Content creators can still use the traditional URL mechanism at the server side. A content processing engine will create the corresponding Object Descriptors according to the transport mechanism chosen for each elementary streams (e.g. dsm-cc download, http to web server, etc.).

8.3.3 The Scene Element

In order to include an X-BIFS scene description inside an X-HTML page, AIC Specification 1.0 defines a new Scene element with the following parameters.

Scene




xSize
The size in horizontal direction of the 2D bounding box to be used to embed the pointed X-BIFS scene


ySize
The size in vertical direction of the 2D bounding box to be used to embed the pointed X-BIFS scene


data
The data field points to the appropriate URL containing the X-BIFS content


Title
This is an advisory title

8.4 X-BIFS

AIC Specification 1.0 extends the BIFS syntax and semantic defined in ISO/IEC 14496-1 (MPEG-4 Systems) with a new node, ApplicationTexture, in order to include an X-HTML description within an X-BIFS scene. Such a node provides enhanced functionality such as overlay of an X-HTML scene over an X-BIFS scene, transition effects for HTML page, or mapping of X-HTML pages on 2D animated meshes.

8.4.1 Syntax

The syntax of the ApplicationTexture node is as follows:

ApplicationTexture {


exposedField
MFString
url
[]


field
SFint32
pixelWidth
-1


field
SFint32
pixelHeight
-1

 
field
SFBool
repeatS
TRUE 

 
field
SFBool
repeatT
TRUE 

}

8.4.2 Semantic

The semantic of the ApplicationTexture node is as follows:

1. The browser instantiates an instance of the application indicated by the URL mime-type and provides it with an offscreen buffer of the indicated height and width in which to render. AIC Specification 1.0 X-BIFS Scene Description shall support X-HTML descriptions as described in section 8.3 except for the frame elements.

2. The browser passes mouse events directly to the application instance. Pointer device coordinates shall be transformed by any texture wrapping, clamping and transformation.

3. The application responds to mouse events in the exact same way it would if it were on a 2D page.

4. The terminal passes pointing device events to any sensors which are siblings to the parent geometry.

9. Profiles and Levels Definition

9.1 Introduction

This clause defines profiles and levels for the usage of the tools defined in AIC Specification 1.0. Each profile at a given level constitutes a subset of this specification to which system manufacturers and content creators can claim conformance in order to ensure interoperability.

Profile definitions, by themselves, are not sufficient to provide a full characterization of a receiving terminal’s capabilities and the resources needed for a presentation. For this reason, levels are defined within each profile. Levels constrain the values of parameters in a given profile in order to specify an upper complexity bound.

AIC profiles and levels are defined by the selection of profiles and levels among the ones defined by the standardization bodies that developed the technology on which AIC based its specification.

9.2 2D Broadcast Profile@Levels

9.2.1 Overview

9.2.2 Simple 2D Broadcast Profiles@Levels

9.3 3D Broadcast Profile@Levels

9.3.1 Overview

9.3.2 Simple 3D Broadcast Profiles@Levels
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Annex B Proposed Textual Format for Authoring

This section describes a textual format to be used for authoring AIC content. The content shall then be transformed from this textual format by an encoder/converter before being transmitted. This format is not the format in which the content shall be transmitted.

B.1 Session description

A multiplex of content sessions may be represented by an author-time hierarchical abstraction of content-sessions and scenes. A session may contain one or more child sessions or scenes in a hierarchical structure.

<content-session>

<content-session />

<content-scene />

<content-session />

</content-session>

B.1.1 Content-session

B.1.1.1 Syntax

<content-session>

id

top-session

(content-session)

session-type

(avd-stream,application)

default-scene

(content-scene)

public-scene

(content-scene)

stream-id

stream-rate

(rate)

stream-weight
(weight)

stream-delay

(time)

</content-session>

B.1.1.2 Semantic

Id : The id attribute for referencing the content session.

top-session (content-session): The root or top content session in the multiplex.

session-type (avd-stream,application): The type of the session. An avd-stream is assumed to have a default scene that is a continuous audio-visual stream.

default-scene (content-scene): If default-scene is empty, or if the scene description for the session is not yet available, the default scene is the default scene for the type of session.

public-scene (content-scene): A scene made available as a thumbnail or index description

stream-id : Identifying descriptor of the transmission stream to which transmission of the contained content is to be assigned.  Streams are organized by the stream allocator in the same hierarchy as the content-sessions and content-scenes.

stream-rate (rate): The fixed transmission rate requested of the assigned stream in bits per second. If less than this rate is available for allocation, this value will be ignored and stream-weight will be used. If multiple transmission rates are requested of a stream, the largest requested rate that is available will be allocated.

stream-weight (weight): The relative weight requested for the assigned stream. The allocator will add all weights requested of a stream and proportionally assign a portion of the available bandwidth.

stream-delay (time): Time in milliseconds of delay before beginning to send the content.

B.1.2 Content-scene

B.1.2.1 Syntax

<content-scene

id

data (url)

stream-id

stream-rate (rate)

stream-weight (weight)

stream-delay (time)

<content-scene>

B.1.2.2 Semantic

Id: The id attribute for referencing the content scene.

Data (URL) : Resource data URL for the content scene.

stream-id: Identifying descriptor of the transmission stream to which transmission of the contained content is to be assigned.  Streams are organized by the stream allocator in the same hierarchy as the content-sessions and content-scenes.

stream-rate (rate): The fixed transmission rate requested of the assigned stream in bits per second.  If less than this rate is available for allocation, this value will be ignored and stream-weight will be used.  If multiple transmission rates are requested of a stream, the largest requested rate that is available will be allocated.

stream-weight (weight): The relative weight requested for the assigned stream. The allocator will add all weights requested of a stream and proportionally assign a portion of the available bandwidth.

stream-delay (time): Time in milliseconds of delay before beginning to send the content.

B.1.3 Example

For example, an XML-syntax description for a broadcast multiplex could contain:

<contentsession id="startsession" current-session="multiplex1-1" >

<content session id="multiplex1" >

<session id="multiplex1-1" type="avd-stream" default-scene="" />

</session>

</session>

In this case, the current session would be "multiplex-1".  Its default scene is unspecified (defaultscene=""), so the presentation engine would use the default scene description for sessions of type avd-stream.

B.2 Textual description for BIFS scene

The BIFS scene shall be authored simply by extending the VRML textual format to support all necessary node descriptions.

B.3 Textual description for BIFS-Command stream

B.3.1 SCENEUPDATE element

The update element specifies a collection of commands such as bifs-command elements. The update element also specifies a shift in time after which the scene command are executed.

SCENEUPDATE



time-shift
The time stamp at which the command must be executed

B.3.2 bifs-command element

The bifs-command element corresponds to one BIFS-Command.

B.3.2.1 Description

BIFSCOMMAND 



time
The time stamp at which the command must be executed


type
The type of command

insert.subtype: a node, an array value IdxValue or a ROUTE
delete.subtype: a node, an array value, a ROUTE

replace.subtype: a field value, an array value idxValue, a ROUTE
replace scene  a  new scene


id
id of the element on which the modification is performed


position
begin in the case of command acting at the beginning of the array

end in the case of command acting at the end of the array
position in the case of command acting at the position position of the array


value
The data type specifies the value of the command

The url in case of a BIFS description (a node or a scene) is included

The value of the field in the case of a field value

The value of the ROUTE in the case of a ROUTE ( nodeid1.fieldname TO 

nodeid2.fieldname)

B.3.2.2 Details on the semantic

The details of the semantic are given below. The table provides an overview of all the BIFS-Command available. The combination of values and restrictions on their combination is also documented in the figure. A correct combination of parameters should be used to form a valid command. For instance, a ROUTE insertion requires a data field with a ROUTE description. If a position is given in this command instantiation, it will be ignored.
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Table 9‑1 : Overview of the BIFS-Command

Time : The time attribute specifies the time-stamp associated to the BIFS-COMMAND element. This time stamp is expressed in tick counts of a clock reference defining the timing of the system. The BIFS-COMMAND takes effect at the instant specified by this time stamp.

Type : The type attribute specifies what kind of command the BIFS-COMMAND element contains.  Depending on the value of this attribute, the following attributes may or may not appear. Values allowed for this attribute are: scene-replacement | insertion | deletion | replacement.

A scene-replacement BIFS-COMMAND contains as attribute the new SCENE replacing the currently valid scene. The new scene is pointed at through a url.

An insertion BIFS-COMMAND contains a NODE or FIELD or ROUTE to be inserted at given location in the currently valid SCENE. The location of the element within the SCENE is specified by the other attributes in the BIFS-COMMAND.

A deletion BIFS-COMMAND contains the location of a NODE or FIELD or ROUTE to be deleted from the SCENE.

A replacement BIFS-COMMAND contains both the location of the NODE or FIELD or ROUTE to be replaced and the value of the corresponding element to replace it.

The type is attached to a subtype:

sub-type (node | field | indexed-value | route) : This attribute specifies the type of the element to be inserted, or deleted or replaced. Depending on the value of the sub-type attribute, the following attributes are different.

With a node value, the following attribute is the unique id of the NODE element destination of the BIFS-COMMAND.

With a field value, a unique id of the NODE plus a unique id of the FIELD within the NODE follows.

With an indexed-value value, the destination of the BIFS-COMMAND is one specific field in a multiple field in a NODE element.  The following attributes specify the unique id of the NODE, the unique id of the FIELD within that NODE, and finally the position of the specific FIELD destination of the BIFS-COMMAND in the multiple field list.

With a route value, the destination is specified by a unique id of a ROUTE in the current SCENE.

Id : This attribute specifies which element is affected by the BIFS-COMMAND.

Position : The attribute is used to specify the mechanism to identify a position in a list of FIELDS. When the position is indexed-value, it is followed by the index of the position in the array When the position is “begin”, it is inserted at the beginning of the list. When the position is ”end”, it is inserted at the end of the list.

Data : The content of the data attribute depends in the sub-type.  For a node or a scene it is a url pointer to the file containing the scene or node descritption. For a ROUTE, the ROUTE description is given in the format of ROUTE node1.field1 TO node2.field2. For a field or a field element, the new value is given.

B.3.3 Example

The following is a typical example of a collection of scenes starting a 1.0 second and with a BIFS-Command 3 seconds later and another one 10 seconds later.

<update time-shift=”1000”>

<bifs-command type=”replace-scene” data=”myscene.wrl”/>

<bifs-command time=”3000” type=”insert.node” id=”5” data=”mynode.wrl”/>

<bifs-command time=”10000” type=”delete.node” id=7> 

</update>

B.4 Textual description for BIFS-Anim stream

The following elements enable to describe and author BIFS-Anim streams.

B.4.1 The ANIMATIONSESSION element

ANIMATIONSESSION



frame-rate
The frame expresses in frame per second the frame rate for the animation


interpolate
This a flag to indicate whether the ANIMTIONVALUE must be interpolated or just repeated in case the frame rate does not correspond to the time stamps of the animation values

B.4.2 The ANIMATIONNODE element

The ANIMATIONNODE describes the animation for one node and encompasses several ANIMATIONFIELD elements.

ANIMATIONNODE



id
Indicate the nodeID in a string format of the animated node

B.4.3 The ANIMATIONFIELD element

The ANIMATIONFIELD element describes the fieldID of animated fields of an animated node.

ANIMATIONFIELD



id
The fieldID of animated


position
ALL: in ALL mode ALL the fields or a multiple fields are animated

fieldID: One or more field Ids to list the Ids of the animated fields in the multiple field

B.4.4 The ANIMATIONSTREAM element

The animation stream contains the values of the animation stream, and contains either several ANIMATIONFRAME or ANIMATIONINTERPOLATOR data.

ANIMATIONSRTEAM



type
The time stamp at which the command must be executed

B.4.5 The ANIMATIONFRAME element

The ANIMATIONFRAME is time stamped. It also contains a list of animated nodes in the animated frame.

ANIMATIONFRAME



time-stamp
The time stamp at which the command must be executed


animated
The list of nodeIDs that are being animated in that ANIMATIONFRAME

B.4.6 The ANIMATIONVALUE element

The animation is a value for a given time-stamp.

ANIMATIONVALUE



type
The type of values stored

float

translation3D

translation2D

rotation3D

normal

color


multiple
The multiplicity of the value:

TRUE 

FALSE 


value
The value of the animation frame, written using the VRML data convention

B.4.7 The ANIMATIONINTERPOLATOR element

The ANIMATIONVALUE is timestamped. It also contains a list of animated nodes in the animated frame.

ANIMATIONINTERPOLATOR



type
The type of values stored

float

translation3D

translation2D

rotation3D

normal

color


multiple
The multiplicity of the value:

SINGLE for single values
MULTIPLE for array values


start-time
The time-stamp of the beginning of the animation deduced from the interpolator data


duration
The duration of the animation


keyValue
The keys for the interpolation, between 0.0 and 1.0.

0.0 represents the value at time time-stamp

1.0 represents the value at time time-stamp+duration


value
The value of the animation frame, written using the VRML data convention

B.4.8 Example

In the following example a sphere “mySphere”, a Transform “myTransform”, a Color node “MyColor” as well as the mesh coordinates “myMeshCoordinates”.

<animationsession interpolate=”TRUE”>



< animationnode id=”mySphere” >





<animationfield id=”radius” >



</ animationnode >



< animationnode id=”myTransform” >





<animationfield id=”translation” >



</ animationnode >



<animationnode id=”myColor” >





<animationfield id=”emissiveColor”>



</ animationnode >



< animationnode id=”myMeshCoordinates”>





<animationfield id=”point” position=”1,10,15,20”>



</ animationnode >



<animationstream>





<animationinterpolator







type =”float”







keyValue=”0.0,0.5,1.0”







value=”5.0, 3.0,2.5”







duration=”10.0”







start-time=”0.0”





/>





<animationframe animated=”myColor,myTranslation” timestamp=”10.0”>







<animationvalue 









multiple=”SINGLE”









value=”0.2 0.3 0.5”









type=”color”







 />







<animationvalue 









multiple=”SINGLE”









value=”10.0 5.3 6.5”









type=”translation3d”







 />





</animationframe>







<animationvalue 









multiple=”SINGLE”









value=”0.5 0.7 0.9”









type=”color”







 />







<animationvalue 









multiple=”SINGLE”









value=”12.0 7.3 8.5”









type=”translation3d”







 />





<animationframe animated=”myColor,myTranslation” timestamp=”20.0”>





</animationframe>





<animationinterpolator







type =”float”







keyValue=”0.0,0.2,0.6,1.0”







value=”0.1 0.3 0.5 0.2,










0.3 0.5 0.6 0.73,










0.1 0.3 0.23 0.4,










0.2 0.4 0.37 0.1”







duration=”10.0”







start-time=”0.0”





/>



</animationstream>

</animationsession>

Annex C Object Descriptors Recovery in Existing Systems

Existing systems may not be able to support the object descriptor framework but still may be able to transport AIC Specification 1.0 content like X-HTML or X-BIFS scene description or MPEG-4 audio and visual streams. In order to allow a proper use of this content, this annex of AIC Specification 1.0 describes mechanisms to recover completely or partly the object descriptor structure from the information available in the existing systems.

This annex will be populated through extensions of this specification as soon as legacy systems that need to be supported will be identified.
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