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Introduction

1

What is Transformers.js?



ML + JS Open source Easy to use

What is Transformers.js?

Run ML models directly in 
the browser with JavaScript!

Community-driven 
development on GitHub.

New features added daily!

Add state-of-the-art ML 
to your web-app in just a 

few lines of code!

We have over 1000 ready-to-use models  
available on the Hugging Face Hub!



Community  interest



WebGPU support
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Experimental in Transformers.js (v3)



How to use it?

⚠ EXPERIMENTAL ⚠

npm i xenova/transformers.js#v3



Huge performance  boosts!

hps://hf.co/spaces/Xenova/webgpu-embedding-benchmark



fp16 support



fp16 support



WebGPU demos

3

Building applications with Transformers.js (v3)



Whisper WebGPU



Phi-3 WebGPU

3.82 billion parameter 
LLM that is optimized for 
inference on the web



Moondream/LLaVa WebGPU



Florence-2



Depth Anything



Segment Anything (SAM)



Background Removal



Other tasks

Pose estimation Zero-shot image classification
(classes defined at runtime)



CREDITS: This presentation template was created by 
Slidesgo, and includes icons by Flaticon, infographics & 

images by Freepik and illustrations by Storyset

Any questions?

Thanks !
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