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Introduction

What is Transformers.js?
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" .T11 is Transformers.js?

S S

ML + JS Open source Easy to use
Run ML models directly in Community-driven Add state-of-the-art ML
the browser with JavaScript! development on GitHub. to your web-app in just a
New features added daily! few lines of code!

a IF * Stars 9.7k % Forks 573 npm i /transformers

We have over 1000 ready-to-use models
available on the Hugging Face Hub!
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WebGPU support

Experimental in Transformers.js (v3)




import { pipeline } from '@xenova/transformers';

const extractor = await pipeline(
'feature-extraction', 'Xenova/all-MinilLM-L6-v2',
{ device: 'webgpu' } // <-- ENABLE WEBGPU

)3

const output = await extractor(
'This is a simple test.',

{ pooling: 'mean', normalize: true }

)5




Huge boosts!

£ Spaces webgpu-embedding-benchmark H =

» Options

@ Transformers.js WebGPU Benchmark

This benchmark measures the execution time of Xenova/al-hiniLM-L 6-v2 (bert-Dased embedding model)
using the WASM and WebGPU execution providers across different batch sizes,

g wasv [ WebGPU

Batch size

Start Benchmark

Iy

7 5%
https://hf.co/spaces/Xenova/webgpu-embedding-benchmark % ﬁ’i?? W 73 4

»

- & : Z r X\;g' :.
TRANSFORMERS:JS + WEBGPU

Ready




Xenova

We just added some new features to the Q Transformers.js WebGPU
Embedding Benchmark:

- fp16 and int8 support

- Ability to change models

- Lazy model loading

- Options to select which tests to run

WebGPU (fp16)
80,000

70,000

60,000
On my device, | got >100x speedup with fp16 on WebGPU! 4

50,000

£ Spaces webgpu-embedding-benchmark =
40,000

» Options

(@) Transformers.js WebGPU Benchmark

This benchmark me th of BERT. nodels using the WASM and
widers a i

Time (ms)

30,000

20,000

10,000

4> Done! WebGPU (fp16) is 101.20x faster than WASM (fp16)! 4>
Share results

4> Done! WebGPU (fp16) is 101.20x faster than WASM (fp16)! 4>
Share results




4[] support

&) Transformers.js WebGPU Benchmark O WASM (i) v Options

This benchmark measures the execution time of BERT-based embedding models using the WASM and D WASM (fp1 6)

WebGPU execution providers across different batch sizes.
(J WASM (fp32)
WebGPU (fp16)
WebGPU (fp32)

WebGPU (fp16) | WebGPU (fp32)

Model ID [Xenova/all-MiniLM-L6-v2 |
Batch sizes |1, 2 4,8, 16,32 |
Sequence length 512 |

[J Log scale (x)
UJ Log scale (y)
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Batch size
Start Benchmark

45 Done! WebGPU (fp16) is 1.78x faster than WebGPU (fp32)! 4>
Share results
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WebGPU demos

Building applications with Transformers.js (v3)




Whisper WebGPU

£ Spaces whisper-webgpu i = £ Spaces realtime-whisper-webgpu

Whisper WebGPU

ML-powered speech recognition directly in your browser

Whispef 7WebGPU

Real-time in-browser speech recognition

(§) From URL @ From file Q/ Record

English

Made with () Transformersijs




Phi-3 WebGPU

S ‘enova experimental-phi3-webgpu_v2 O © like

3.82 billion parameter
LLM that is optimized for O
inference on the web




£ Spaces

Moondream/LLaVa WebGPU

/experimental-moondream-webgpu i 5

Ready!

B3 Trype your message...




Florence-2

florence2-webgpu

Florence2 WebGPU

Powerful vision foundation model running locally in your browser.

You are about to download Florence-2-base-ft, a 230 million parameter vision
foundation model that uses a prompt-based approach to handle a wide range of
vision and vision-language tasks like captioning, object detection, and segmentation.

Once loaded, the model (340 MB) will be cached and reused when you revisit the page.

Everything runs locally in your browser using @) Transformers.js and ONNX Runtime
Web, meaning no API calls are made to a server for inference. You can even disconnect
from the internet after the model has loaded!

Task
Caption

Input Image Output

&



Depth Anything

7/ . s
£ Spaces webgpu-depth-anything . i e 8 Spaces webgpu-xrealtime-depth-estimation

Depth Anything WebGPU w/ (&) Transformers.js Real-time depth estimation w/ Depth Anything V2

Runs locally in your browser, powered by (&) Transformers.js

&

Click to upload image
(o try_example)

&

Stream scale (0.4) Image size (420px)
sl o

FPS: 11.39




Segment Anything (SAM)

£ Spaces X /segment-anything-webgpu ; =

Segment Anything WebGPU

In-browser image segmentation w/ (&) Transformers.js

(]

ClicK to upload image
(or try example)

b

Ready

[@LE14. T | Cut mask

Left click = positive points, right click = negative points.

&



Background Removal

£ Spaces remove-background-webgpu i = £ Spaces webgpu-video-background-xemoval i —

WebGPU Background Removal w/ (8) Transformers.js Real-time background removal w/ () Transformers.js

Runs locally in your browser, powered by the RMBG V1.4 model from BRIA Al Runs locally in your browser, powered by MODNet

&

Click to upload image
(orlry exampie)

N

Stream scale (0.3) Image size (192)
==y =

FPS: 16.78




Other tasks

£ Spaces /webgpu-jina-clip

Real-time pose estimation w/ @ Transformers.js

Runs locally in your browser, powered by MoveNet

Real-time zero-shot image classification (WebGPU)
Runs Jina CLIP locally in your browser w/ (£) Transformers.js

puppies: 1.00 ‘

kittens: 0.00
chicks: 0.00
piglets: 0.00

it

Labels (comma-separated) Hypothesis template
chicks, piglets, puppies, kitte A photo of {}

Stream scale (1) Threshold (0.25)
—— =)

FPS. 18.12 FPS:6.48

Pose estimation Zero-shot image classification

e o o o o o (classes defined at runtime)
[ J [ [ J [ J [ ] [ J
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° Thanks'!

Any questions?

@xenovacom  joshua@huggingface.co @xenova

CREDITS: This presentation template was created by Slidesgo,
and includes icons by Flaticon, infographics & images by
Freepik and illustrations by Storyset and Chunte Lee
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