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Distributed Synchronization of 
HTML5 Media 

 
By Njål Borch and Ingar Arntzen, Norut & Motion Corporation 
 
 
 
Abstract 
People and households have a growing number of devices, and multiple 
devices are increasingly used simultaneously.  The presence of multiple devices 
opens for interesting multi-device services and applications, but many of these 
require a relatively tight synchronization between the devices.  Norut has 
created the concept of Shared Motion to address this problem, providing a 
generic and high quality timing mechanism for web based applications over the 
Internet. Motion Corporation was founded to provide Shared Motion as a 
commercial service. Motion Corporation offers InMotion, the first production 
quality implementation of Shared Motion, and the first hosted service of this 
kind. 
 
In this report we analyze the quality of synchronization we can expect when 
synchronizing HTML5 audio and video on multiple devices using Shared 
Motion. We demonstrate that the concept of Shared Motion enables sub-frame 
synchronization for video, and near perfect synchronization for audio. 
Experiments are conducted in real world scenarios. See the Demo section at 
the end of this document to test it for yourself. 
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1 Shared Motion 
The traditional approach to synchronization of media on different devices is 
based on either sharing of data (multicast/broadcast) or sharing of clock pulses 
(e.g., gstreamer, MIDI).  The first only provides coarse synchronization, and the 
second is limited to local network environments where latency is low.  However, 
the essential property needed for synchronisation is simply the media offset, or 
more precisely, how the media offset changes in time. Shared Motion [MSV] 
encapsulates this perfectly. Shared Motion is a novel approach to distributed 
media synchronization, providing a mechanism for multi-device synchronization 
on the Web, designed specifically to allow precise and highly scalable 
synchronization across the Internet. Shared Motion compensates for variances 
in latency, and can thus synchronize devices globally, independent of network 
carrier. Shared Motion is pure Web technology and works in any modern Web-
browser, no plugins required. Still, even though Shared Motion is designed for 
the Web it is in no way restricted to the Web. As such, Shared Motion provides 
a general mechanism for distributed timing and coordination, applicable to all 
connected agents, from web-browsers on laptop computers to native 
applications on embedded devices. 
 
For our experiments, Shared motion was provided by Motion Corporation 
[MCORP] via their public service InMotion. Client libraries are available as Open 
Source software. 

2 Synchronizing media playback 
Synchronized playback is one of the more challenging tasks in multi-device 
media. This is particularly true when viewers can observe more than one 
device, and use their keen senses to spot inaccuracy. So in order to please 
human observers, one should strive to synchronize videos to be on the same 
video frame at all times. In a traditional video, each frame lasts for 40ms (25fps) 
or 33.3ms (30fps). For higher frame rates this decreases to 16.6ms (60fps). If 
two devices playing back video are within these limits, they will appear to be 
perfectly synchronized. Synchronizing audio to video have similar demands to 
reach “lip sync”. For television applications, audio should be ahead of video by 
no more than 15 milliseconds and audio should lag behind video by no more 
than 45 milliseconds [IS-191]. For film, acceptable lip sync is considered to be 
no more than 22 milliseconds in either direction [KUDRLE]. 
 
The most difficult task however, is synchronizing a single audio signal from 
multiple sources. This is where human senses are most sensitive. For example, 
humans may recognize echo if identical/similar audio signals are separated in 
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time by about 10 ms. This means that two perfectly synchronized loudspeakers 
will produce echo if the listener is situated 3.3m closer to one of the 
loudspeakers. This also corresponds to echo effects in a small office. A 
synchronization error of 1ms can be corrected by shifting one of your desktop 
loudspeakers 33cm in the right direction. A large auditorium echoes at about 
100ms. In fact, for a 10 meter wide stage, the sound takes about 30ms to 
traverse the stage from one end to the other. 
 
When synchronizing closer than 10ms, various audio effects might become 
apparent, like failing to hear one of the audio sources, interpreting false 
directionality, or even locating the audio source to be in the middle of your head 
[DSPGUIDE]. For these reasons, we regard 10ms to be a reasonable target for 
multi-device audio synchronization. 

3 Synchronizing HTML5 Media Elements 
As the HTML5 audio and video elements currently lack support for external 
timing, we have created a simple media synchronization wrapper in JavaScript 
to synchronise elements using periodical adjustments to playback rate. We also 
have a more primitive variant that simply adjusts playback offset by seekTo 
operations. However, altering playback rates gives the best result, both in terms 
of user experience and precision. The effect is typically one where the devices 
first play with an echo, which then disappears within a few seconds. The current 
implementation is simplistic, so results will only improve over those presented in 
this report. 

4 Experiments 
In order to measure errors in synchronization, we need a method for comparing 
the media output from two computers playing the same media. Due to 
limitations in video frame rates, we opted for a pure audio measurement. 
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6 Demo 
 
Shared Motion works right out of the box in most browsers, so testing it yourself 
is only a click away. 

 Note that demos require login via Google. 
 Note also that browser support for variablePlaybackRate provides the 

best results, so we recommend Chrome or Firefox for these demos. 
 
Video link: http://www.mcorp.no/examples/sintel/ 
Video controls: http://www.mcorp.no/examples/sintel/ctrl.html 
 
Open the video link in two browser windows. Control playback from the controls 
page (perhaps from your smart phone?) 
 

 Note that Chrome may have issues with presenting video in multiple tabs 
concurrently. Open new Chrome Window or complement with other 
browser. 

 
To better appreciate synchronized audio, make sure to open the video link on 
different computers. You may have to fiddle with audio volume levels to 
convince yourself that they are both outputting audio. 
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