Use case 2: Automatic recognition / classification of emotions

Use case 2a: Recognition from speech

(i) Anton has built an emotion classifier from speech data which had been annotated in a way similar to use case 1b: eemotion labels were assigned on a per-word basis, and the classifier was trained with the acoustical data corresponding to the respective word. Ten labels had been used by the annotators, but some of them occurred only very rarely. Based on a similarity metric, Anton merged his labels into a smaller number of classes. In one version, the classifier distinguishes four classes; in another version, only two classes are used. The classifier internally associates various probabilities to class membership. The classifier can either output only the one emotion that received the highest probability, or all emotions with their respective probabilities. Classifier results apply in the first step to a single word; in a second step, the results for a sentence can be computed by averaging over the words in the sentence. 

(ii) Felix has a set of Voiceportal recordings, a statistical classifier, a group of human labelers and a dialog designer. The aim is for the classifier to give the dialog designer a detector of a negative user state ("anger"?) in several stages so that he/she can implement dialog strategies to deal with the user's aggression. The the training data should be annoteted like in use case TUC 1b (iii) and it should be possible to use it for for several dialog applications (i.e. classifiers), so there must be mechanisms to map several emotion categories and stages into each other. 

Use case 2b: Multimodal recognition

(i) (Emotion classifier) George has built a multimodal emotion classifier that operates on facial, gesture and speech features. His main issue is that facial features and gesture expressivity are usually annotated on a frame level, gestures are described with timestamps in terms of phases, and speech features may be annotated in terms of words, tunes or arbitrary time windows. He would like to have an indication for each feature as to whether it can be broken down in smaller chunks and still have the same value or, inversely, be integrated across a wider window (averaged?) 

(ii) (Usability studies) Robin is interested in software ergonomics and has built a system that tracks users’ behaviour while operating software or using web pages. The system also collects emotion information on the user by use of several sensing technologies. The system is equipped with various sensors for both, behaviour tracking and emotion detection, like the following. 

· sensors for emotion and behaviour tracking 

· emotion mouse and keyboard with integrated pressure sensors 

· eye/gaze tracker 

· camera for facial feature tracking 

· microphone for speech analysis 

· chair with pressure, tilt, and inclination sensors 

· sensors for physiological parameters (skin resistance, skin temperature, pulse, respiration) 

During a test, a user sits in the chair in front of the monitor and performs a task. Unobtrusive sensors monitor her behaviour: the mouse movements, mouse clicks, focal points, keyboard inputs; her posture and movements in the chair, facial feature changes, and utterances; and ongoing changes in her physiology. Robin also observes the user using the output of the face camera, microphone, and a screen copy of the user’s monitor. He enters event markers into the system and adds comments on the user’s performance, environmental events like distracting sounds, spontaneous assessments of the user’s current emotions, or other observations he makes. After the test, Robin also talks with her about her experiences, her likes and dislikes on the software, and how she felt at particular situations using the playback feature of his analysing tool. All the information collected are of high value for Robin, who looks at the individual values of each modality and input device, as well as the interrelations between them, their timely order, and changes over time. Robin also includes remarks on the user’s performance during the task and the results of the questionnaire, and puts them in timely connection with the sensor data. Other information on the setting, the software tested, environmental information like air temperature, humidity, or air pressure, are available as meta data on the test as well. Information on the subject, like gender, age, or computer experience, are stored also. 
Requirements: 

scope of the emotion annotation: 

· Time:

· Arbitrary time slot/episode/phase/period

· A stretch of time corresponding to word or sentence boundaries

· A stretch of time corresponding to a number of  video frames
· A stretch of time defined by time stamps 
· Each modality with possibly alternative time window (e.g. 'localized' speech information or 'generalized' facial features or facial gesture phase)

Emotion description: 
· By 

· Classifier

· Human observer

· User (self-assessment) 

· Model:

· Emotion categories, possibly several 

· Dimensions, mixed emotions 

· Similarity metrics for categories/stages
· Mapping of categories/emotional stages based on similarity metrics
· Intensity of an emotion 

· Change over time (increasing, decreasing, ceasing) 

· Probability for each emotion category/stage
· Confidence of assessments 

· Algorithms/classifier used to infer the particular emotion category/stage from sensor data 
· Assessment tool used by human observer or for self-assessment (FACS, SAM, words)
· Context information
· On the user
· Antecedent events

Other: 

· Reference/link to associated information, like

· human observer’s assessment, user’s self assessment 

· time stamp (in milliseconds) 

· modalities involved in observed emotion 
· sensor data

· sensor specific data, such as 

· Sensors used for data collection (manufacturer, product name and family, serial number) 

· Data on sensor usage (placement of electrodes, position of camera, microphone) 

· Reliability of sensor data

· mechanism for converting several word-based annotations into one sentence-based annotation
· mechanism for merging or representing different emotions detected for same time slot (different modalities can indicate different emotions as in masked emotions, irony)
· Time stamp needed to synchronize emotion channels, user interaction, focal point, and system events 

Unclear – could you explain this please?:

· observed emotion using the wider, but specific representation for which classification will be perfromed (e.g. if the purpose is anger detection, then provide a universal label, which will be reduced to 'anger/no anger' in a post-processing step) 

