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Regarding WS-RA's disposition of the issue on "Eventing: Support WS-Management's heartbeat events" during its recent face to face meeting, the DMTF WS-Management Working Group does not find the outcome satisfactory and wishes to supply the following additional information for consideration.  

We would like to make two major points.  In brief, 
- The heartbeat mechanism proposed is not a free-running transmission that adds traffic to an already busy network.  It is a form of commonly-used "keep-alive" mechanism that consumes as little network bandwidth as possible to accomplish its goal.  
- The heartbeat mechanism proposed generates significantly less network traffic than the proposed alternative solution using GetStatus.  

1.  There appears to have been a serious misunderstanding about the function of "heartbeat" in networks.  Heartbeat runs on an inactivity timer, analogous to the watchdog timer in a server, the mouse-and-keyboard inactivity timeout on a desktop OS, or the video blanking timeout on a display monitor.  If there is no activity for a specified time interval, then a special action is invoked.  
The WS-Management specification (DMTF DSP0226 v1.0 and v1.1) describes the implementation of heartbeat (in v1.1, section 10.2.5, Heartbeats).  
"In practice, heartbeat events are based on a countdown timer.  If no events occur, the heartbeat is sent out alone.  However, every time a real event is delivered, the heartbeat countdown timer is reset.  If a steady stream of events occurs, heartbeats might never be delivered."

A typical implementation will have a timer of some duration in the event source.  If no message has been sent for a particular subscription in that interval, then the source will send a heartbeat message.  The event sink should run on a slightly longer timeout.  If the sink does not receive a message within its timeout window, it will assume that the connection with the source has been lost.  (It does not matter whether the subscription expired, the source failed, or the communications link is unreliable.)  The sink can then take corrective action such as re-subscribing to the event stream, pinging the source, etc.  
The confusion may have been caused by the term "heartbeat," which implies a regular rhythm.  That is not the case.  This mechanism is actually a "keep-alive" modeled on that used by TCP (and others).  
We feel that WS-RA's concern about burdensome network traffic is not justified.  Heartbeat messages will be sent only when there is no network traffic for a subscription.  

2.  The proposed alternative mechanism involves a GetStatus request message from the sink to the WS-Man service that causes a verification event to be sent from the source to the sink.  That is, for any heartbeat-like verification to be sent, there are three messages on the wire: GetStatus, GetStatusResponse, and Verify.  
The frequency with which a client verifies a subscription link will be determined by the  application and the manager.  The client software will verify existing subscriptions at that rate using whatever mechanism is available.  
- Using the proposed heartbeat mechanism, when the keep-alive interval expires, the source will send a heartbeat message to the sink.  

- Using the proposed alternative mechanism, when the keep-alive interval expires, the client will send a GetStatus message to the service containing the wse:Verify element.  The service will respond with a GetStatusResponse message containing the wse:VerificationInitiated element.  And the event source will send a Verify message to the sink.  

To summarize, 

- Using the proposed heartbeat mechanism, this results in one message on the network.

- Using the proposed alternative mechanism, this results in three messages on the network.  

In conclusion, the WS-Management Working Group feels 
- that WS-RA's concern about excessive network traffic is not justified, and 
- that the proposed alternative solution using GetStatus does require unnecessary network traffic.  
We encourage WS-RA to reconsider the "heartbeat" mechanism as an extension to WS-Eventing.  It may be best to rename the feature to "keep-alive" to stress its relationship to other similar mechanisms.  

