
Draft P3WG Considerations:  Response to NSTIC

Trust and Identity are critical issues encompassed in privacy and public policy and with out explicit clarity, along with a much higher standard of notice, there remains a lack of usable transparency over what is trusted (high confidence) or trustworthy (the practices and activities of an organization) in an identity management ecosystem. 

As technology and the use of identity technology advances so too must transparency over the use of identity management.  This response recommends that explicit clarity over trust be made from the outset of the NSTIC endeavor.  With this purpose, this submission briefly outlines recommendation that privacy and public policy be integrated to the identity ecosystem through the development of a high standard in Notice and a protocol that facilitates this standard. 

Clarity over Trust. 

Throughout both NSTIC documents (not to mention in the title) trust, trusted, trustworthy, risk, and confidence are routinely mentioned to indicate relationship quality and scope within the identity ecosystem.  This use of ‘trust’ terms indicates a lack of clarity that can be addressed by clear definition and explanation of term usage in the document.  

To inform such  term usage Morrone, Tontoranelli, et al. produced an OECD Statistics Working Paper to explore the value of trust in society explaining that inter-personal trust and institutional-trust are different concepts that need to be made operational in different ways. The need for distinguishing them lies in the fact that they enter peoples’ live in different ways, and that they have different effects on various dimensions of progress. 
Trust is one of the dimensions of the framework to measure the progress of societies proposed by the OECD Global Project. In this framework, trust is considered as a key input into human well being because it indicates the willingness of individuals to co-operate with others. As underlined in this paper trust has emerged as one of the best available measures of social capital and the evidence in this paper shows that trust displays close associations with a number of other dimensions of social progress. (Morrone, Tortoraneli, et al, 2009:p.31)

Seligman (paraphrased in Lewis) supports this report with the argument that “there is a fundamental difference between trust in people (interpersonal relationships) and confidence in institutions”.
 Accordingly, privacy attitudes and behaviours will change according to the level of trust or mistrust (risk) people have with regard to the people or institutions with which they are interacting.(Lewis, 2009: Laroche, 2006
) Put more succinctly,

“Trust and control are interchangeable and in the absence of trust there is control”. Although, “Trust in fact is a deficiency of control that expresses itself as a desire to progress despite the inability to control”. “... while control is reducible to trust, trust cannot be reducible to control”. (Cofta 2007:p.28) 

In the technical architecture of an identity ecosystem, the technology can be trusted so as to provide a high level of confidence in the identities that are presented.  Although this does not indicate that the people or institution managing the identity is trustworthy.  

By analogy, imagine that, in order to improve the effectiveness of TSA screeners, the government sets a policy requiring travellers to present both a driver license and passport at the airport. Does it follow that everyone inside the secure area of the airport will trust each other? If the TSA screener clears someone, does that mean the screener trusts the traveller? Or that the screener trusts the ID? Do the IDs foster any kind of trust at all? (Neuenschwander, 2010)

Critically, as a matter of public policy it is very important that the identity ecosystem develops and maintains contextual integrity in order to be trustworthy.   Lack of clarity in terms of mixing what is low risk (high confidence) and what is trustworthy reduces/removes the contextual integrity of the system. 

Greater Transparency: A Standard and Protocol in Notice for ICAM

At this time there is no standard way to provide notice to an individual regarding aspects of ones identity, the state of an individuals consent, or the way in which an individual can interact (subject access) with an identity provider. 

When an individual does find the relevant Notice, there is little in the way of standards for the content presented in the notice, no required elements like a purpose, code of practice, and when these terms are found there are no mechanisms for an individual to access personal and co-created information. This lack of individual centric infrastructure greatly hampers the transparency, usability and contextual integrity of identity management.  Although technology has advanced greatly, notice and the regulation mandating notice is that of the industrial age. 

In short, a simple strategy of developing a standard and protocol in notice will address an array of issues that face an identity ecosystem.  In addition, a global standard in notice may be critically useful to develop interoperability internationally while also addressing critical issues in public policy. 

In response to the NSTIC document and a proposal for P3 (Privacy and Public Policy Working Group) Kantara activities I propose this as a discussion for a submission regarding NSTIC

NSTIC Gap/Solution Reference Points

Line 508 in the NSTIC implementation guide refers to Notice; 

Provide concise, meaningful, timely, and easy-to-understand notice to end users regarding collection, use, dissemination, and maintenance of PII in identity assurance solutions.  The notice must include a description of the PII or attributes that are transmitted in a specific transaction; the opportunity to make choices regarding the transmission of specific attributes (as appropriate); and a decision point allowing individuals to choose whether to proceed with or cancel the transaction.(NSTIC, 2010)

The above quote indicates that there are minimum requirements in notice and that this notice should coincide with a decision point where informed consent can be obtained. Yet consent is not mentioned and its absence is noticeable at this point in the document.   A standard in Notice should go beyond a decision point and be useful when terms that explicitly effect Consent change.  Requiring a Notice life-cycle (which should be linked to levels of assurance and UX) could be addressed in a standard and a protocol in Notice.  

Line 494 - FIPS;
Organizations will be required to maintain immutable audit logs, track requests for redress by individuals, enable compliance reporting, report information privacy and security incidents to their primary functional regulator and to the lead rulemaking agency.  Presently, FIPPS guidelines and other Federal directives apply.  Care should be taken that as new guidelines and emerging legislation is drafted they do not conflict with these existing mandates.  While the FIPPs standards are recommended practices, the Privacy Act is a controlling authority for all Federal agencies.  The Privacy Act of 1974 places restrictions on Federal agencies from disclosing personal information and provides that they compile only what is relevant and necessary.  

An audit log and tools for the individual is needed as well as the institutions involved.  A lack of concrete ways to make this usable on the individuals side is apparent in the marketplace and these documents at the moment. 

If Notice was standardized I it would provide an ‘authoritative’ way to measure if an organisations practices match its purpose, contact information, code of practice etc. and in this way can be an ‘immutable audit log’ which the identity ecosystem service user can utilize for transparency.  In effect a standard can provide metrics, be used as a tool to balance the relationship between the individual and the institution, provide building blocks to grow confidence and a trusted system internationally.  

Line 264

Likewise, Identity Ecosystem organizations that adhere to the standards and requirements established should have equitable means of addressing their own liability due to Identity Ecosystem participation.  Proposed solutions should protect participants from claims of negligence or other common law claims (e.g., defamation, invasion of privacy) provided the participant could affirmatively demonstrate compliance with Identity Ecosystem standards and requirements.  This research will evaluate the architecture associated with maintaining the Identity Ecosystem from a legal standpoint for addressing obligations and liabilities.

Research into a standard and subsequent protocol in Notice may find that to develop this approach a good proposition would be to comprehensively address the first Fair Information Practices Principle.
   (1) Notice and Awareness.  By so doing, a well engineered protocol should also address Privacy and Public Policy for the remaining four principles using notice metrics.  (2) Choice/Consent; (3) Access/Participation; (4) Integrity/Security; and (5) Enforcement/Redress.(FTC, 2007)
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� Over the past quarter century, government agencies in the United States, Canada, and Europe have studied the manner in which entities collect and use personal information -- their "information practices" -- and the safeguards required to assure those practices are fair and provide adequate privacy protection.(27) The result has been a series of reports, guidelines, and model codes that represent widely-accepted principles concerning fair information practices.(28) Common to all of these documents [hereinafter referred to as "fair information practice codes"] are five core principles of privacy protection: (1) Notice/Awareness; (2) Choice/Consent; (3) Access/Participation; (4) Integrity/Security; and (5) Enforcement/Redress.(Federal Trade Commission, 2007)





� Removed  Content: Trust Related Research


In the TrustGuide (Lacohée, 2006), a qualitative trust research report, the authors found a very low level of trust with information communication technologies (ICT’s) from the outset. Research participants revealed “as more data is gathered and stored electronically—particularly in central databases—and the more they use ICT mediated services, the more vulnerable they feel”. (Lacohée, Crane, et al. 2006:p.14) The perceived risk of involvement with ICT increases with use, revealing that “the perceived risks and associated decision making processes that users are prepared to undertake in order to avail themselves of the advantages that technological advances afford are worthy of a good deal more attention”. (p.15) Research participants “commonly referred to ‘risk’ rather than ‘trust’ when describing their ICT mediated experiences”. (p.15)      


Lewis suggests that only discussions using motivation as a starting point can get it right. Regulation and legislation or technologically based solutions (Identity Ecosystem) can exacerbate rather than allay fears because they fail to take into account the trust relations underpinning them.(Lewis, 2009)  


An individual’s identity is extremely important to him or her. An individual-centric approach that starts and begins with the individual in control enables information sharing interaction to be a matter of trust.   For this reason anonymity has been a critically important mechanism of trust.  A person, with the starting point of control, has the choice of sharing his/her identity, from a trust perspective, information sharing can then become a platform of confidence for addressing challenges the individual and the institution encounter.
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